
Thesis Report 11 : 11 May - 18 May

Goals

• Start implementing Motion Synthesis ��

• Implement coefficient computation ��

• Implement first draft of joint alteration rules ��

Last Week Leftovers:

None

Done

• Analyzed the manner in which the paper Emotional Control of Unstructured Dance

Movements synthesized the changes to motion

◦ They designed 4 heuristic rules

◦ Each heuristic rule is responsible for changing one type of core joint and the framerate

- Head, Pelvis, L/R Hand and Framerate

◦ Each heuristic rule computes new positions for their pertaining joint (or framerate) using a

set of coefficients

◦ Each coefficient is associated with a set of LMA features

◦ Each coefficient is the value that minimizes the Sum of Squared features between the

original LMA features of the current motion, and the current LMA features generated to

have the target emotion, on each keyframe (meaning we have a different coefficient for

each keyframe (I think, I could not confirm this, but from extensively reading the

paper I believe this to be true)

◦ 

• Implemented the Coefficient Computation

◦ First we get our keyframes, which we considered to be each frame at the 0.5s interval

(which for our framerate corresponds to each 15th frame)

◦ We then get the LMA features at this keyframe and store them

◦ Then we compute each of our 4 coefficient sets using the Scipy.optimize.minimize
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function using the Powell Algorithm

◦ 
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◦ 

◦ 

• Implemented a first draft of the Heuristic Rules

◦ Using our coefficients we modify each of the keyframes following a rudimentary

implementation of the heuristic rules from the Emotion Control of Unstructured Dance

Movements
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◦ 

• Took notice of a very recently released dataset of emotional Mocap data by Bandai

Namco and tried incorporating it into our project - https://github.com
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/BandaiNamcoResearchInc/Bandai-Namco-Research-Motiondataset

◦ 

◦ Tried downloading and using this data, but unfortunately the BVH format used in this

mocap is very much incompatible with DeepMimic's format. Even using our own

BVHToDeepmimic conversion tool (which we used for the rest of the data in our project),

there were too many artifacts that rendered this data unusable

• Gathered more data and added more LMA features to try to improve our LMA-PAD and PAD-

LMA models. Currently training our models with this new set to see if there are any notable

improvements

Left Undone

Problems

Notes

Thoughts

So I began this week exactly where I left the last one - Beginning the implementation of Motion

Synthesis. Overall the process was relatively painless. I did have some struggles, for example at

first I was trying to implement my own Minimization algorithm, akin to what the authors of the paper

did, before realizing that I could just use the minimize method from the SciPy library.

There was also another thing to consider which was the fact that the LMA feature set we use is

different from the one the authors of the paper used originally. We have more or less the same
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amount of features, but include different ones, with ours having been a mix up of theirs, plus those

of other papers (especially the one the coordinators sent me a while ago, and which will be

included in the thesis references).

Also managed to implement, at least, a first draft of the Heuristic rules, so we're already able to

synthesize new keyframes which is neat. The next step will be integrating the synthesis into

PyBullet, so that we actually manifest these changes and force the joint position alterations. This is

what I'll be focusing on during this following week. Moreover I also want to iterate on these rules,

change them a bit, play with them, create new ones and so on.

On Friday I saw that Bandai Namco had recently released a very cool set of free animations for

research mocap data. Besides the overall quality of the showcased animations, I really wanted to

try to incorporate them into our project due to the fact that Bandai is a very well known powerhouse

in the video game ecosystem, so being able to say I used one of their datasets in my own research

may have been quite the boon when looking for a job later this year. Unfortunately, despite

spending my entire weekend trying to incorporate their datasets, the BVH format that they used

was pretty incompatible with both the format that Deepmimic expects, and with our own Bvh to

Deepmimic conversion tool. So that was 48 hours that didn't amount to much. Nevertheless, it was

worth the effort.

Now that I'm working on the more algorithmic part of the project, I also decided it was a good idea

to keep passively experimenting with our ML models on the side. I added more mocap data from

our kinematic dataset, changed our LMA feature set slightly (included more volume features), and

left them reextracting. Over this week I also want to try and retrain our models using this new

dataset to see if there's any notable changes.

Finally, when looking at the Dissertation page on Fenix, I noticed that they mention that the

deadline for submission would be in October with the presentation dates still yet to be defined.

Regardless, whether or not I'll be able to present/deliver earlier, my own imposed deadline for the

completion of the project is mid of June (at most). I might end up only delivering in October

nevertheless, however, so that I can write the necessary deliverable papers during July, August

and September.

I was also wondering whether you think there would be a feasible possibility of this work ending up

being published, or if that's not an avenue I should pursue.

Work Hours

• Worked everyday from about 1pm to 6pm-9pm
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