
Thesis Report 9 : 20 April - 27 April

Goals

• Keep tweaking the Variational AutoEncoder ��

• Create model(s) to map PAD-Latent Space ��

Last Week Leftovers:

None

Done

• Kept trying new architectures for the Variational Auto Encoder networks (both the encoder and

decoder)

• Increased latent space from 1 variable to 2 (and also tried with 3)

• Managed to reduce average absolute reconstruction error from 0.15 to about 0.11

• Used XGBoostRegression to map PAD coordinates to Latent Space

◦ Results were better than last week (when we only used a latent space of 1), but were still

lacking

• Tried using a Neural Network (MLP) to perform the mapping between PAD and Latent Space

◦ Results were, once again, not good and the model seemed to not be learning much
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• After multiple attempts at trying to perform the PAD-Latent space mapping, I was starting to

think there was something wrong. So I created a graph that showcased the Latent Space

coordinates and the class to which each point belonged to.

◦ As can be seen in the image below, each color corresponds to a different emotions

◦ All points are clustered together, irregardless of their emotion, which is why

neither regression nor neural network were able to create a decent mapping

between PAD coordinates and Latent Space coordinates

◦ As such, I don't think the idea of having a mapping between PAD and Latent space is

possible...

• Tried using a normal Deep Autoencoder rather than a Variational
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◦ Average reconstruction error was +- the same

◦ 

◦ PAD to Latent space mapping worked a bit better here (probably because the VAE has

the random Epsilon variable meaning each time the Encoder runs, a different latent space

set is generated). They were still not great, but at least they were decent

◦ 

• Tried reducing the feature set from 27 LMA features down to 19 (only for the PAD-LMA

mapping).

◦ Didn't really help the results on the autoencoders/pad-latent space mappings

◦ Does make using a direct regression between PAD-LMA feasible, since the removed

features were the ones that had the highest error

Left Undone
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Problems

• [NOT SOLVED] VAE autoencoder generates a latent space coordinates that don't form

clusters according to the emotion. All sample points are clustered together, which makes

creating a regression between PAD and the Latent Space impossible

Notes

Thoughts

Continued working on trying to improve the Autoencoders. Whilst I managed to reduce the overall

reconstruction error by a bit, it wasn't that great of an improvement. On the other hand, I really

struggled creating the PAD-Latent Space regression. Tried using regression, and creating a Neural

Network for the mapping (whilst playing around with the architecture and all that), but even then

results were pretty poor, and a discovery made me think that this route is not feasible (see above).

Using a regular autoencoder rather than a variational made the PAD-Latent Space mapping more

feasible but regardless results weren't as great as I wanted. Tried reducing the feature set down

but even that didn't work.

Despite the lacking results on the PAD-LMA portion (which did stress me quite a bit this week), I

think I'm going to start working on the Motion Synthesis algorithm. I'll still leave models training and

will keep trying to improve this portion of the work, but I wanna start doing the motion synthesis to

get that underway (and to maybe try to come up with better solutions to perform the PAD-LMA

mapping).

Work Hours

• Worked Thursday-Friday from 1pm to 6-8pm

• Worked Sunday-Tuesday from 1pm to 6pm
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