
Thesis Report 10 : 4 May - 11 May

Goals

• Continue working on PAD-LMA ��

Last Week Leftovers:

None

Done

• Performed the suggested analysis of seeing how each LMA feature varies in regards to the

emotional coordinates

◦ The following graph was created by placing the sampled value of any given LMA feature

on the Y axis, and the corresponding (predicted) P,A,D values on the X axis

◦ 

◦ Another analysis that was performed was checking the range of variance of each LMA

feature according to each of our core emotions
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◦ 

◦ From these 2 sets of graphs we can see that, regardless of emotion, the values for each

LMA feature have quite a wide range in which they vary. Regardless, despite each feature

varying so much, I presume our LMA-PAD regression manages to work due to the fact

that even if, individually each feature varies a lot, there are still patterns that can be

extracted when looking at the entire set of LMA features, making our algorithm capable of

discerning between emotions anyways.

• Kept working on the Variational Autoencoder

◦ I noticed that there were some bugs in my implementation code, and that I was using a

deprecated method for creating the VAE (due to the fact that I was following an out of date

set of tutorials from 2016)

◦ Re-implemented the VAE from scratch, experimented with the architecture, weight of the

reconstruction error VS KL-Convergence error and some other hyper parameters, but

never managed to get decent results.

◦ Went back to try and use a normal AutoEncoder rather than a Variational one. Whilst the

reconstruction was good, the latent space coordinates weren't really distinguishing

between emotions and as such, the mapping between PAD coordinates and Latent

Space would've been problematic.

Thesis Report 10 : 4 May - 11 May https://md2pdf.netlify.app/

2 of 10 10/28/22, 20:52



◦ 

• The problems with the Autoencoders could have probably been fixed by adding more latent

space coordinates. However, the whole idea behind using autoencoders was to make the

mapping between PAD-LMA easier (i.e, it was so that, rather than having to extract a set of 27

LMA features from just 3 PAD coordinates, we could simply perform a mapping between 3

PAD coordinates and 2 Latent Space coordinates, and then have the decoder go from those

coordinates to the LMA Features), and as such, I decided to go back a step and retry using

both the XGBoostRegression or Neural Networks to go directly from PAD to LMA

• Came to 2 realizations, especially after the aforementioned analysis :

◦ First, instead of using the preset emotional coordinates of each LMA feature set, it

would probably be best to use the predicted emotional coordinates, obtained using

our LMA-PAD regressors. This thought came from the fact that our initial labels expect

that each LMA set perfectly represents each emotion (e.g, each "angry" LMA set has the

exact same Pleasure, Arousal and Dominance values as all others), however this is not

true since each different LMA set will have slightly different PAD values (which shouldn't

vary too far from the intended emotion one's). As such, using these predicted PAD values

may end up giving us a more "true" PAD correspondent to each LMA set

◦ Secondly, rather than evaluating how close the generated LMA set is to the original,

a better metric would be how similar the generated LMA set's Emotional

Coordinates are to the originals. After all, we don't really care to generate the same
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LMA set, what we really want is to be able to generate an LMA set with the same/similar

emotion.

• Started trying to use a neural network to map between PAD and LMA directly

◦ Tried a lot of different architectures

◦ Used the predicted PAD values rather than the original ones

◦ Tried (but failed) to implement a custom loss function that would compute the MSE

between true and generated PAD values rather than true and generated LMA features

◦ Managed to achieve a MAE of 0.22 in regards to LMA features, and 0.29 in regards

to PAD coordinates

◦ 
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◦ 

• Started trying to use the XGBRegression to map between PAD and each LMA feature

individually

◦ Used the predicted PAD values rather than the original ones

◦ Managed to achieve an MAE of 0.27 in regards to PAD coordinates (under 0.3 for

each coordinate)!
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◦ 

◦ LMA errors were also pretty low for the most part (under 0.1 for all features, except for the

acceleration features)
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◦ 
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◦ 

• Started working on algorithm for motion synthesis

◦ Reread the Emotion Control paper and started trying to think of ways to adapt the way

they performed motion synthesis to our own work

Left Undone

Problems
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Notes

Thoughts

After a week outside the country I got back to work right where I left off. Progress was made. I

think that, at least for now, I will be leaving behind the idea of using the autoencoders. Although I

really like the novelty of that solution, and the fact that it sounds good on paper, in practice I wasn't

able to achieve the results I wanted. I believe the idea was actually complicating the problem,

rather than simplifying it, adding more steps of potential error/failure to the pipeline.

By taking a step back and using either a regular neural network or our tried and tested

XGBRegression I managed to create a set of models that can generate sets of LMA features with

the requested PAD coordinates (or at least, close-ish PAD coordinates, on the worst case they tend

to always fall on the correct octant of the PAD 3D-Diagram). These models still have room for

improvement (I wanna try to get the MAE error of the PAD coordinates as low as possible,

hopefully to under 0.2 for each coordinate), but right now we have a complete system that can:

• Receive a set of LMA features

• Output the PAD coordinates of said features

• Receive PAD coordinates

• Output a set of LMA features similar to the first one (or at least, one that showcases the same

PAD coordinates)

I will be now starting to work on the Motion Synthesis part of the project (the last part missing). I'm

still aiming to have the entire implementation work done by May, and as such I will be dedicating

the following 2 weeks to using the generated LMA features, and actually synthesizing changes to

the motions so that users can edit the emotion the motion is expressing. I'll admit I'm abit afraid

about this. I have some ideas of how I'll be proceeding (using the Emotion Control paper as most

of my inspiration for the algorithm), but I'm a bit fearful of things not working as intended, or about

not being able to actually use the generated LMA features to create new joint positions. As such, I

really want to start working on this ASAP.

I'll still be tweaking and trying to improve the PAD-LMA regressions (leaving models training while I

create the motion synthesis algorithms), but as they are now, I believe they are, at least,

presentable.
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Work Hours

• Worked Thursday-Friday from 1pm to 6pm

• Worked Saturday from 7pm to 9pm

• Worked Sunday from 12pm to 10pm

• Worked Monday-Tuesday from 1pm to 8pm
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